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What is the need for “bug” 
identification?

ØUsed as indicators in mandatory aquatic 
biomonitoring (e.g. EU-WFD / MSD)

ØHigh number of taxa to be identified (classes)
ØLot of human expert cost/time needed to classify
ØLess human experts available
ØBiomonitoring currently suffers from budget cuts



Image Classification

ØThe standard image classification pipeline is 
based on engineered features, e.g. SIFT, 
HOG, etc. 

ØBaseline image classification for the approach 
using engineered features:

Ø Image description
Ø Image representation
Ø Image classification



ØCombined model for:
Ø Image description
Ø Image representation 
Ø Image classification

ØThe parameters of all processing steps are 
optimized for the specific task at hand

Image Classification using Deep Nets



ØData collection

Experimental Setup



Ø Pre-processing
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Ø Multi-class classification:
Ø 29 classes

Ø Challenges:
Ø High intra-class variations
Ø Low inter-class variations

Experimental Setup
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Ø AlexNet model

Image Classification using Deep Nets

Description Representation

Classification



Ø Data enrichment approaches have been shown to 
enhance the performance of classification schemes 
due to:

Ø They provide examples that might appear in 
the evaluation phase

Ø They provide a larger dataset that can be used 
in order to better estimate the parameters of the 
classification model (especially in neural 
networks having an enormous number of 
parameters)

Data enrichment



Ø We have used two types of enrichment:
Ø Horizontal and vertical flipping
Ø Rotation with random angles

Data enrichment



Ø We applied ten experiments:
Ø On each experiment we split each class in 50% 

training, 20% validation and 30% test samples
Ø We measure the performance of each method 

using classification rate metric
Ø We report the mean classification rate and the 

corresponding standard deviation over all ten 
experiments

Experiments



Experiments

Ø Results:



How do those results compare to professionals?
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Summary

Ø Achieved error rates are acceptable and within the 
range of those for human experts in proficiency tests

Ø Data enrichment enhances performance
Ø Pretrained networks work better

Next step:
Ø 126 class data set 



Thank you!
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